An Improved Simultaneous Iterative Reconstruction Technique For Electrical Capacitance Tomography

Su Bangliang, Peng Lihui, Yao Danya, Zhang Baofen
Department of Automation, Tsinghua University, Beijing 100084, P.R. China
Email: subl@263.net; penglihui@hotmail.com; yaody@sist.tsinghua.edu.cn; zbf-dau@mail.tsinghua.edu.cn

Abstract – High-quality reconstruction of capacitance tomography data is important to get the quantitative information from the cross sectional images of the multiphase pipe flow. Because of the complex nature of the capacitance sensors, the reconstruction algorithms well developed for medical tomography are not applicable. The main problems lie in two aspects. One is the “soft-field” effect, the other is the limited number of measurements. To resolve these problems and get high-quality images, a reconstruction algorithm named Simultaneous Iterative Reconstruction Technique (SIRT) often used in geology investigation is introduced. According to the fastness of the process tomography and the smoothing effect of SIRT, some improvements have been made. These methods are compared to the well-known linear back projection algorithm (LBP) and the linear back projection thresholded algorithm widely used in capacitance tomography. A computer simulated eight-electrode capacitance tomography system has been used for the evaluation. Further research will be done on a real eight-electrode capacitance tomography system.
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1. INTRODUCTION

In capacitance process tomography, the tomograms reconstructed is often distorted. The reasons are as follows. Firstly, the number of capacitance sensors mounted around the process to be imaged is often small in process tomography and hence the number of measurements used to reconstruct the cross sectional images is limited. Secondly, the capacitance sensors generate an inhomogeneous field and the sensitivity distribution inside the field depends on the parameter distribution. This kind of field is called “soft field” compared to the “hard field” in medical tomography. Due to these characteristics, the capacitance tomography data are very inaccurate and it is difficult to reconstruct high quality images.

In addressing these problems, several reconstruction methods have been developed and tested, such as linear back projection (LBP), filtered back projection (FLBP), model-based reconstruction (MOR), algebraic reconstruction technique (ART) and various iterative methods. For the characteristics of the capacitance sensor and the demand of the “fast” process tomography, these methods have their own shortage either in precision such as LBP, FLBP, or in speed such as MOR, ART and iterative methods.

In this paper, a Simultaneous Iterative Reconstruction Technique (SIRT) often used in geology investigation is introduced. This method is based on the least square principle. It is insensitive to the errors of the measurement data. It can be used to reconstruct high quality images from the inaccurate data containing much noise. Furthermore, it is always convergent. Because of these advantages, SIRT is a good algorithm for the reconstruction of capacitance tomography.

However, SIRT also has its own disadvantages. First of all, the speed of reconstruction is slow. To reach a higher precision, it needs to iterate more times. It is unpractical for the online process tomography. But this method can be accelerated by some revision. It is found that after choosing an apposite weighting function, the iterative times can be reduced greatly.

The other disadvantage of SIRT is that it shows smoothing effect which blurs the interface transition. Though this effect is much less than that of LBP, it can not be neglected. To weaken the smoothing effect, entropic thresholding...
method is introduced. Entropic thresholding method is based on the maximum entropy principle. It has been shown that this thresholding method can be used to reduce the smoothing effect and improve the quality of the reconstructed tomograms.

This paper is organized in five sections. Section 2 presents the basic principle of SIRT and the improvements. Section 3 presents the experimental set-up used for algorithm performance evaluation. In Section 4 results are presented and discussed and finally Section 5 gives the conclusion.

2. SIMULTANEOUS ITERATIVE RECONSTRUCTION TECHNIQUE

In this section, the principle of Simultaneous Iterative Reconstruction Technique and Two improvements of SIRT according to the characteristics of capacitance tomography are presented.

2.1 The principle of SIRT

The system model for a capacitance tomography system can be simplified:

\[ C = SX + E \]  \hspace{1cm} (1)

where \( C \) is the vector of the measured capacitance, \( X \) is the vector of the dielectric constant distribution, \( S \) is the matrix of the sensitivity distribution inside the capacitance sensors, \( E \) represents the errors between the measured data and the estimated data.

Correspondingly, the least square principle in capacitance tomography is to minimize the following function:

\[ f(X) = (C - SX)^T (C - SX) \]  \hspace{1cm} (2)

By setting the derivative of the equation (2) equal to zero, the prerequisite satisfying the least square principle is got:

\[ S^T C = S^T SX \]  \hspace{1cm} (3)

To get the solution of equation (3), the following iterative algorithm is used:

\[ X^{(0)} = S^T C \]

\[ X^{(k+1)} = X^{(k)} + \lambda^{(k)} (S^T C - S^T SX^{(k)}) \]  \hspace{1cm} (4)

This iterative algorithm is what is called the Simultaneous Iterative Reconstruction Technique.

Here, the dielectric constant distribution \( X \) can be represented by the gray level distribution \( G \); the measured capacitance \( C \) can be replaced by the normalized capacitance \( N \). Then, the expression of the Simultaneous Iterative Reconstruction Technique is described as follows:

\[ G^{(k+1)} = G^{(k)} + \frac{1}{\sum_i S_i} \sum_i (N_{m,i} - N_{e,i}^{(k)}) S_i \]  \hspace{1cm} (5)

where the ”\( i \)” subscript indicates the different capacitance measurements, \( k \) is the iteration number, \( N_{m,i} \) if the measured capacitance, \( N_{e,i} \) is the simulated capacitance which is calculated by the simplified model mentioned in equation (1).

From the principle of the SIRT, it can be seen that the gray level distribution is revised according to the sum of all the errors between the measured and the simulated data. This is why the SIRT can inhibit the noise in the measured data in effect.

2.2 Two Improvements

As described in the Introduction section, the SIRT has two main disadvantages when used in online process tomography. One is the slow speed, the other is the smoothing effect. To address these two problems and improve the quality of the SIRT, two methods have been applied and tested, which are described as follows.

A. The choice of weighting function.

As we know, in iterative method the pace of each iteration plays an important role on the convergent speed. By choosing an apposite weighting function which changes the iterative pace, the convergent speed of the SIRT can be accelerated. The weighting function chosen in this work is as follows:

\[ \lambda^{(k)} = \alpha + \beta \frac{k}{k} \]  \hspace{1cm} (6)

where \( k \) is the iteration number, \( \alpha \) and \( \beta \) are relaxation factors.

The expression of the SIRT added the weighting function is,

\[ G^{(k+1)} = G^{(k)} + \left( \alpha + \beta \right) \frac{1}{\sum_i S_i} \sum_i (N_{m,i} - N_{e,i}^{(k)}) S_i \]  \hspace{1cm} (7)

The experiment experiences show \( \alpha = 1.5 \), \( \beta = 2.0 \). Such values ensure the convergence of the SIRT and have proved capable of improving the convergent speed for all the regimes tested in this work. It is also found that different types of regimes have their own best values of \( \alpha \) and \( \beta \), which can accelerate the convergent speed faster. So, if the information of the type of the measured regimes could be considered into the weighting function, the speed of the SIRT would be improved further.

B. Entropic thresholding method.

Due to a little smoothing effect of the Simultaneous Iterative Reconstruction Technique, an entropic thresholding method is used. The entropic thresholding method is based on the
the maximum entropy principle which has proved to be very applicable in the situation where the measured data are limited. The total entropy of the cross sectional image is defined as

$$HT_i = -\sum_{i=1}^{n} \frac{p_i}{P} \ln \left( \frac{p_i}{P} \right) - \sum_{i=1}^{n} \frac{P - p_i}{1-P} \ln \left( \frac{P - p_i}{1-P} \right) \quad (8)$$

where

$$P = \sum_{i=1}^{n} p_i \quad (9)$$

where \( p_i \) is the probability of the occurrence of the \( i \)th gray level, \( s \) represents the thresholding gray level which classified the tomogram into object and background.

The value of \( s \) which maximizes \( HT_i \) is the thresholding gray level.

For the sake of analysis, we name the SIRT with these two improvements as the SIRT weighted and thresholded.

### 3. EVALUATION EXPERIMENT

For evaluating the Simultaneous Iterative Reconstruction Technique and the performance of the improvements, a computer simulated eight-electrode capacitance sensor system based on finite element method (FEM) has been used with different tested dielectric constant distribution as references. The tested references and the evaluation criteria are outlined in this section.

#### 3.1 Data set used

In this work, two-component distributions are considered and different cases of stratified, slug and bubble flow regimes are simulated. The number of mesh elements used to reconstruct these cases is 841.

#### 3.2 Evaluation criteria

Both qualitative and quantitative evaluation methods are used in this work. Qualitative evaluation involves visual comparisons of the different reconstruction methods including LBP thresholded, SIRT weighted, SIRT weighted and thresholded. Quantitative evaluation involves calculation of the normalized mean square error, the normalized mean absolute error, the correlation coefficient and the reconstruction speed. The normalized mean square error is sensitive to big errors of a few elements, while the normalized mean absolute is sensitive to small errors of many elements. The correlation coefficient indicates the spatial similarity between the test reference and reconstructed distribution. Quantitative evaluation criteria are defined as follows.

#### A. Normalized mean square error

The normalized mean square error is defined as,

$$\delta d = \left[ \sum_{i=1}^{N} \left( g_i^{ref} - g_i^{rec} \right)^2 \right]^{1/2}$$

where \( g_i^{ref} \) is the test reference gray level for pixel element \( i \), \( g_i^{rec} \) is the reconstructed gray level of the pixel element \( i \), \( \bar{g}^{ref} \) is the average gray level. The best algorithm will have the minimum value of normalized mean square error.

#### B. Normalized mean absolute error

The normalized mean absolute error is defined as,

$$\delta r = \frac{\sum_{i=1}^{N} | g_i^{ref} - g_i^{rec} |}{\sum_{i=1}^{N} | g_i^{ref} |}$$

The best algorithm will have minimum value of normalized mean absolute error.

#### C. Correlation coefficient

The correlation coefficient is defined as,

$$R_{xy} = \frac{\sum_{i=1}^{N} (g_i^{rec} - \bar{g}^{rec}) (g_i^{ref} - \bar{g}^{ref})}{\left[ \sum_{i=1}^{N} (g_i^{rec} - \bar{g}^{rec})^2 \right]^{1/2} \left[ \sum_{i=1}^{N} (g_i^{ref} - \bar{g}^{ref})^2 \right]^{1/2}}$$

where \( \bar{g}^{rec} \) is the average gray level. The best algorithm will have the maximum value of correlation coefficient.

#### D. Reconstruction speed

The relative additional computational cost over LBP algorithm reconstruction time is calculated. The iteration times of the SIRT and the SIRT with the improvements are calculated and used for comparison.

### 3.3 Implementation

The reconstruction method described in this paper can be achieved by using a scheme as illustrated in Figure 1.
4. RESULTS AND DISCUSSION

In this section the results will be presented and discussed. Samples of stratified, slug and bubble flow tomograms reconstructed by LBP thresholded, SIRT weighted, SIRT weighted and thresholded are visually compared in Figure 2. The iteration of all the SIRT methods stops at the moment when the standard error between the reference measured and simulated capacitance decreases to 1% of the initial error.

From these comparisons, it can be seen that (a) Using the SIRT in reconstruction of capacitance tomography data can generate high quality tomograms in spite of a little smoothing effects. (b) The entropic thresholding method can reduce the smoothing effects and improve the quality of the tomograms further.

Quantitative evaluation of the results shown in Figure 2 are listed in Table 1 for the stratified case, Table 2 for the slug case and Table 3 for the bubble case. The time cost of the LBP methods is about one iterative time of the SIRT.

From these tables, it can be seen that (a) The values of the quantitative evaluation criteria ($\delta d$, $\delta r$ and $R_{xy}$) of the SIRT methods are much better than that of the LBP thresholded methods. (b) The weighting function used in this work obviously accelerates the convergent speed of the SIRT. (c) The entropic thresholding method also improves the quality of the tomograms.

Table 1 Imaging of a stratified distribution.

<table>
<thead>
<tr>
<th></th>
<th>$\delta d$</th>
<th>$\delta r$</th>
<th>$R_{xy}$</th>
<th>Iterative Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP</td>
<td>0.40444</td>
<td>0.34933</td>
<td>0.91987</td>
<td>1</td>
</tr>
<tr>
<td>LBP</td>
<td>0.37168</td>
<td>0.23985</td>
<td>0.93083</td>
<td>1</td>
</tr>
<tr>
<td>SIRT</td>
<td>0.22382</td>
<td>0.10790</td>
<td>0.97506</td>
<td>53</td>
</tr>
<tr>
<td>SIRT</td>
<td>0.22435</td>
<td>0.11126</td>
<td>0.97501</td>
<td>22</td>
</tr>
<tr>
<td>SIRT</td>
<td>0.22432</td>
<td>0.11067</td>
<td>0.97501</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 2 Imaging of a slug distribution.

<table>
<thead>
<tr>
<th></th>
<th>$\delta d$</th>
<th>$\delta r$</th>
<th>$R_{xy}$</th>
<th>Iterative Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP</td>
<td>0.86857</td>
<td>1.49851</td>
<td>0.55379</td>
<td>1</td>
</tr>
<tr>
<td>LBP</td>
<td>0.85900</td>
<td>1.32714</td>
<td>0.56050</td>
<td>1</td>
</tr>
<tr>
<td>SIRT</td>
<td>0.44396</td>
<td>0.53473</td>
<td>0.90306</td>
<td>82</td>
</tr>
<tr>
<td>SIRT</td>
<td>0.43838</td>
<td>0.52069</td>
<td>0.90538</td>
<td>50</td>
</tr>
<tr>
<td>SIRT</td>
<td>0.38171</td>
<td>0.33911</td>
<td>0.93699</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 3 Imaging of a bubble distribution.

<table>
<thead>
<tr>
<th></th>
<th>$\delta d$</th>
<th>$\delta r$</th>
<th>$R_{xy}$</th>
<th>Iterative Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP</td>
<td>0.94069</td>
<td>0.12856</td>
<td>0.38287</td>
<td>1</td>
</tr>
<tr>
<td>LBP</td>
<td>0.94066</td>
<td>0.12856</td>
<td>0.38287</td>
<td>1</td>
</tr>
<tr>
<td>SIRT</td>
<td>0.60535</td>
<td>0.06884</td>
<td>0.81560</td>
<td>313</td>
</tr>
<tr>
<td>SIRT</td>
<td>0.60484</td>
<td>0.06875</td>
<td>0.81595</td>
<td>201</td>
</tr>
<tr>
<td>SIRT</td>
<td>0.63218</td>
<td>0.04876</td>
<td>0.84085</td>
<td>201</td>
</tr>
</tbody>
</table>
5. CONCLUSIONS

In this paper it has been shown that the SIRT can be used to significantly enhance the reconstructed image for a capacitance tomography system. The two improvements, the weighting function and the entropic thresholding method, do eliminate the disadvantages of the SIRT to some extent. It has also been pointed out in Section 2 that if some prior information of the dielectric distribution could be added, the effect of the improvements would be better.

From the experiments, it can be seen that the SIRT is still a high computing time consuming method. However, if the requirement of the tomogram quality is not high and the process to be imaged is not fast, the iterative times of the SIRT can be reduced and the improved SIRT introduced in this paper can be used in such process tomography system.

The experiments are based on a computer simulated eight-electrode capacitance tomography system. Further research will be done on a real eight-electrode capacitance tomography system.
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